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Integrated Design of Agile Missile Guidance and Autopilot Systems
By
P. K. Menon and E. J. Ohlmeyer**
Abstract

Recent threat assessments by the US Navy have indicated the need for improving the accuracy
of defensve missles. This objective can only be achieved by enhancing the performance of the
missile subsystems and by finding methods to exploit the synergism exigting between subsystems.
As afirg step towards the development of integrated design methodologies, this paper develops a
technique for integrated design of missile guidance and autopilot systems. Traditiona approach for
the design of guidance and autopilot systems has been to design these subsystems separately and
then to integrate them together before verifying their performance. Such an approach does not
exploit any beneficid relationships between these and other subsystems. The application of the
feedback linearization technique for integrated guidance-autopilot system design is discussed.
Numerica results usng a six degree-of-freedom missile smulation are given.

Integrated guidance-autopilot systems are expected to result in significant improvements in
missile performance, leading to lower weight and enhanced |ethdity. Both of these factors will leed
to a more effective, lower-cost weapon system. Integrated system design methods developed
under the present research effort dso have extensve gpplications in high performance arcraft

autopilot and guidance systems.

1. Introduction

The evolving nature of the threats to the Naval assets have been discussed in the recent
literature (Ohlmeyer, 1996; Bibd et al., 1994; Chadwick, 1994; Zarchan, 1995). These research
efforts have identified very smal miss distance as a mgor requirement for the next generation
missles used in ship defense againg tecticd balligtic missles and sea skimming missles. Two key
technologies that have the potentid to help achieve this capability are the development of advanced
sensors and methods for achieving tighter integration between the missile guidance, autopilot and

" Research Scientist, Optimal Synthesis Inc., 4966 El Camino Redl, Suite 108, Los Altos, CA
94022, U. S. A; e mail: menon@optisyn.com

" Research Scientist, Naval Surface Warfare Center, Code G23, Dahlgren, VA 22448, U. S. A;
e mall: eohimey@nswc.navy.mil.

Research was supported under U. S. Navy Contract No. NO0178-97-C-1028.



Paper published in the IFAC — Control Engineering Practice, Vol. 9, 2001, pp. 1095-1106

fuzewarhead subsystems. This paper presents a preliminary research effort on the integrated
design of missile guidance and autopilot system.

Past trend in the missile industry has been to design each subsystem using separate engineering
teams and then to integrate them. Modifications are subsequently made to each subsystem in order
to achieve the desired wegpon system performance. Such an gpproach can result in excessve
design iterations, and may not dways exploit synergistic relationships existing between interacting
subsystems. This has led to a search for integrated design methods that can help establish design
tradeoffs between subsystem specifications early-on in the design iterations. Recent research
(Ohlmeyer, 1996) on quantifying the impact of each missle subsysem parameters on the miss
distance can serve as the fird step towards integrated design of missile guidance and autopilot
sysems.

Integrated design of the flight vehicle systems is an emerging trend within the aerospace
industry. Currently, there are mgor research initiatives within the aerospace industry, DoD and
NASA to atempt inter-disciplinary optimization of the whole vehicle design, while preserving the
innovative freedom of individua subsystem designers. Integrated design of guidance, autopilot, and
fuze-warhead systems represents a paralld trend in the missile technology.

The block diagram of a typica missile guidance and autopilot loop is given in Fgure 1. The
target sates relative to the missile estimated by the seeker and a state estimator form the inputs to
the guidance system. Typica inputs include target postion and velocity vectors relative to the

missle
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Fig. 1. Block Diagram of an Advanced Missile Guidance, Autopilot,
and Fuze/Warhead Systems
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In response to these inputs, and those obtained from the onboard sensors, the guidance system
generates accel eration commands for the autopilot. The autopilot uses the guidance commands and
Sensor outputs to generate commands for the actuator blending logic, which optimally sdects a mix
of actuators to be used at the given flight conditions. The fuse-warhead subsystem uses the relative
location of the target with respect to the missle as the input and responds in such a way as to
maximize the warheed effectiveness.

Each of these subsystemns has interactions that can be exploited to optimize the performance of
the missle system. For ingtance, missiles with higher accuracy guidance and autopilot systems can
employ smdler warheads. Guidance laws that have anticipatory capabilities can reduce the
autopilot time response requirements. High bandwidth autopilot can make the guidance system
more effective. High quality actuator blending logic can similarly lead to more accurate fud
conservative maneuvers that can enhance the autopilot performance. Similarly, the seeker fidd of
view and speed of response depend on the target agility, and the response of missile guidance and
autopilot system.

Traditiona gpproach for desgning the missile autopilot and guidance systems has been to
neglect these interactions and to treat individud missle subsystems separatdly. Designs are
generated for each subsystem and these subsystems are then assembled together. If the overal
system performance is unsatisfactory, individua subsystems are re-designed to improve the system
performance. While this design approach has worked wel in the padt, it often leads to the
consarvative design of the on-board systems, leading to a heavier, more expensve weapon system.

“Hit-to-kill” cgpahilities required in the next generation missle sysem will require a more
quantitative design approach in order to exploit synergism between various missile subsystems, and
thereby guaranteaing the weapon system performance. Integrated system design methods available
in the literature (Garg, 1993, Menon et al., 1995) can be talored for designing the missile
Subsystems.

This paper presents the application of the feedback linearization method for the integrated
design of missile guidance and autopilot systems. Integration of actuator blending logic (Menon et
al., 1998) and other subsystems will be consdered during future research efforts. The present
research employs a six degree-of-freedom nonlinear missile model, and a maneuvering point-mass
target modd. These modds are discussed in Section 2. Section 2 aso lists the generd performance
requirements of the integrated guidance-autopilot sysem design.
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Section 3 presents the details of the integrated guidance-autopilot system design and

performance evauation. Conclusions from the present research are given in Section 4.

2. Missile Model

A nonlinear Sx degrees-of-freedom missile modd is used for the present research. This modd
is derived from a high fidelity smulation developed under a previous research effort (Menon et al.,
1996), and will be further discussed in Section 2.1. The guidance-autopilot system devel opment
will include a point-mass target mode performing weaving maneuvers. The equations of maotion for
the target will be given in Section 2.2. Section 2.3 will discuss the performance requirements of the
integrated guidance-autopilot system.

2.1. Six Degrees of Freedom Missile M odel
A body coordinate system and an inertial coordinate system are used to derive the equations of

motion. These coordinate systems areillustrated in Figure 2.

Body Coordinate X
System Zp

Y

Z Earth-Fixed
Coordinate System

Fig. 2. Missile Coordinate Systems

The origin of the body axis system is assumed to be at the missle center of gravity. The XpB axis of
the body axis system points in the direction of the missle nose, the YB axis points in the starboard
direction, and the Zg axis completes the right-handed triad. The missle postion and attitude are
defined with respect to an earth-fixed inertid frame. The origin of the earth-fixed coordinate system
is located at the missle launch point, with the X-axis pointing towards the initid location of the
target, and the Z-axis pointing dong the loca gravity vector. The Y- axis direction completes the
right-handed coordinate system.
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The trandationd and rotational dynamics of the missle are described by the following sx

nonlinear differentid equations:
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In these equations, U, V, W are the velocity components measured in the missile body axis

system; P, Q, R are the components of the body rotational rate; Fxg, Fyg, Fzg are the gravitetiond
forces acting dong the body axes; and Iy, ly, 1z are the vehicle moments of inertia The variable s
isthe reference areaand | is the reference length.

For the present research, it is assumed that the missile body axes coincide with its principa
axes. The aerodynamic force and moment coefficients C,, C,, C,, G, G, G, are given as table
lookup functions with respect to Mach number M, angle of attack a, angle of Sdedip b, pitch fin
deflection do, yaw fin deflection dg, and the roll fin deflection dp. These coefficients have the
functiond form:

Cyx =Cyxo(M) + Cyap(M,a,b) + Cyy (M, h) + Cy (M,a,b),
Cy =Cy(M,a,b) + Cyq (M,a,b)dp + Cyq (M.a,b)dqg +Cyqg (M,a,b)dg,
C; =C;p(M,a,b) + Cyy (M,a,b)dp +Cpy (M,a,b)dg + Cyy (M,a,b)dg.

C1 = Cio (M. ,b) + Cip(M) L+ Cig, (M.a.b)dp + Cig, (M,2,b)dg
V P

+Cjg, (M, a,b)dg,

PO +Cpg,(M,a,b)dp + CmdQ(M,a,b)dQ

Chm =Cno(M,a,b) + Cp(M) 5y

+ Cpg, (M,2,5)0lz,
— PD,

Ch =Cro(M,a,b) + CnP(M)W +Cpg, (M,a,b)dp + C:ndq (M,a,b)dq
* Crg, (M,a,b)dg
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The missle speed V1 , Mach number M, dynamic pressure q , angle of attack a, and the

angleof Sdedip b are defined as:
V. =JUZ+V2+W? , M =V, /a, § =1er, a= tmlgé’_vé, = tan-lgéié
2 eUg eUg
A cruciform missile is congdered in the present study. The control moments in pitch and yaw
axes are produced by deflecting the corresponding fin deflections, while the roll contral is achieved
by differentid deflection of the pitch/yaw fins. A fin interconnect logic is used to obtain the desired
roll fin deflection from the pitch/yaw fins.
The missile position with respect to the earth-fixed inertia coordinate system can be described
by using a coordinate transformation matrix Tig between the body frame and the inertid frame as:

sl -
1 U_— @&.,0
e¥mu=TiggVy
M y
& § ewd

The superscript | denotes quantities in the inertia frame, and the subscript M denotes the missile
position/velocity components. The coordinate transformation matrix with respect to the Euler
aglesy, q,f is
écosq cosy anf snqcosy - cosf sny cosf anqcosy +9nf dny u
Ts =gcosq gny dgnf gnqsdgny +cosf cosy cosf Snqgsgny - anf cosy 3

A

g - d9nq anf cosq cosf cosq H
Yaw (y ), pitch (g), roll (f) Euler angle sequence is used to derive this transformation matrix. The
Euler angle rates with respect to the body rotational rates are given by the expressons.
q = Qcosf - Ranf
f = P+Qsnf tanq + Rcosf tanq
y =(Qsinf + Rcosf )secq

Since the missle seeker defines the target pogtion relative to the missle body coordinate

system, it is desirable to describe the relative postion and velocity of the target with respect to the

indantaneous missile body axis sysem. The postion of the target with respect to the missle in the

missile body frameis given by:
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The subscript r denotes relative quantities. [x'T yr z'T] is the target position vector in the

inertid frame. The target velocity vector relative to the missile body frame is given by:

eur'u &gl gUy éQz - Ry/U

SV = Th&ka- Svi- &R x!" - P2 §

Wil gl v Py ol
The main advantage of describing the target position relative to the missile in the rotating coordinate
sysem isthat it circumvents the need for computing the Euler angles required in the transformation
matrix during guidance-autopilot computations.

Second-order fin actuator dynamics from Menon and Iragavarapu (1996) is incorporated in
the missile modd. However, due to their fast speed of response, these modds are not used for
integrated guidance-autopilot logic development. During future work, the actuator blending logic
developed in a previous research study (Menon et al., 1998) will be used to integrate the reaction
jet actuators in the integrated guidance-autopilot loop.

Although the measurements available onboard the missile are limited, the present research will
assume that dl the measurements required for the implementation of the integrated guidance-

autopilot are available.

2.2. Target Model
Two different target models are consdered in the present research. The firgt is a maneuvering
target that executes snusoidd weaving trgectories, with 0.5 Hz frequency with a 5g amplitude.
Thus, the maneuvering target model has the form:
U =0, Vs =Asn(wt), W; =0
The second is a non-maneuvering target with amodd:
Up =V =Wy =0

The target trgectory is obtained by integrating the following equeations.
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2.3. Integrated Guidance-Autopilot Perfor mance Requirements

In treditiond flight control systems, the guidance law uses the rdative missleftarget states to
generate accderation commands. The accderation commands are generated with the assumption
that the missile rotationa dynamicsis fast enough to be consdered negligible. If perfectly followed,
these acceleration commands will result in target interception. The autopilot tracks the acceleration
commands by changing the missile attitude to generate angle of attack and angle of sdedip usng fin
deflections and/or moments generated using the reaction jet thrust.

These two functions are combined in integrated guidance-autopilot. Integrated guidance-
autopilot uses the target ates rdative to the missle to directly generate fin deflections that will
result in target interception. In addition to achieving target interception, the integrated guidance-
autopilot has the responsibility for ensuring the internd stability of the missile dynamics. Some of the
generd performance guidelines used during the present research for integrated guidance-autopilot
system design are that:

1. It must intercept maneuvering targets with very small miss distances.

2. It mugt maintain the roll rate near zero throughout the engagement.

3. It must be capable of intercepting the target with a desired termina aspect angle. The aspect

angle may be defined in various ways. For purposes of this research, it is defined as the angle

between the missile velocity vector and the target velocity vector at intercept. It is obvious that
agood estimate of the target velocity vector with respect to the missile is essentid for reliably
implementing the termind agpect angle condraint.

4. 1t must sabilize dl the sates of the missile.

5. It must achieve its objectives while satisfying the pogition and rate limits on the fin/reaction

j€et actuators.

Performance requirements other than the terminad aspect angle congraint are standard in every
missile design problem. The termina aspect angle condraint can be sidfied in severd different
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ways. Firdly, the guidance-autopilot logic can be explicitly formulated to meet the termina aspect
angle condraint. While thisis the most direct gpproach, the resulting formulation may be andyticaly
intractable. The gpproach followed in the present research is based on ensuring that the rddive
missletarget lateral velocity component & interception will be a fixed fraction of the rdative
missletarget longitudind velocity component. This way, the termind aspect angle condraint is
converted into a congtraint on the rdaive missleftarget laterd velocity component at the find time,
For the present study, the termina aspect angle congtraint requires the integrated guidance-
autopilot system to orient the missile velocity vector as closdly pardle as possble to the target
velocity vector at interception.

Missleftarget models discussed in this section form the basis for the development of integrated
guidance-autopilot logic in the following section.

3. Integrated Design Using the Feedback L inearization Technique

The feedback linearization technique (Brockett 1976, Isidori 1989, Marino and Tome 1990)
has evolved over the past two decades as a powerful methodology for the design of nonlinear
control systems. Severd papers describing the gpplication of this technique to flight vehicles have
been reported (Menon et al. 1987, Menon et al. 1999). The key idea in this technique is the
transformation of the syslem dynamics into the Brunovsky canonicd form (Kailath 1980). In this
form, dl the sysem nonlinearities are “pushed” to the input, and the system dynamics appears
effectively as chains of integrators.

In order to motivate subsequent discussions, the feedback linearization process will be outlined
for a sngle-input, multi-gate system in the following. If the nonlinear system dynamics is given the
form:

x=f(x)+g(x)u
then, thetrandformed model in Brunovsky's canonicd formis. z = Az + Bv, with

€ 10 Ou €U

u u

0 01 0 &
A=& i 10, B=&0;
e u u
0 00 1 g)u

g€ 0 O OH &H
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zisthe transformed state. Thevarigble v = {(x) +G(x) u is often termed as the pseudo control

vaiable, with F(x) and G(x) being nonlinear functions of the sae variables. The transformed
gysem is in linear, time-invariant form with respect to the pseudo control variable. This
procedure can be extended to multi-input nonlinear dynamic systems.

The transformation of a nonlinear dynamic sysem into Brunovsky's canonicd form is
achieved through repested differentiation of the sysem date equations. While symbolic
manipulations are feagble in smple problems, this process can be error prone in more complex
practica problems. Moreover, Snce a large portion of the missle modd is in the form of table
lookups, the transformation methodology based on symbolic manipulations is impracticd. A
generd-purpose nonlinear toolbox is commercidly available to cary out the feedback
linearization process in applications where the syslem dynamic mode is specified in the form of a
smulaion (Menon et al. 2000). This software tool will be used in the present research.

After the system is transformed into the Brunovsky canonica form, any linear control design
method can be applied to derive the pseudo control variable v. The Linear Quadratic design
technique (Bryson and Ho 1975) will be employed for the design of the pseudo control loop in
the present research. Actua control, u can then be recovered from the pseudo control variables
using the inverse trandformation:

u=G Yx)v- F(x}

Note that the closed loop properties of the resulting nonlinear controller will be identical to
the pseudo control system if the nonlinearities are exactly known. However, as a practica matter,
uncertainties will exig in the computation of the sysem nonlinearities F(x) and G(x).
Consequently, the actud system performance will be different from that of the pseudo control
loop. The closed-loop nature of the controller will tend to amdiorate the sengtivity of the
dynamic system response to these perturbations.

In systems where the control varigbles do not gppear linearly in the system dynamics,
additional steps may be required to transform the system into the desired form. For ingtance, if
the system is specified in the form:

x =h(x,u),
it can be augmented with integrators at the input to convert it into the standard form. Thus, the
augmented model

ian
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X =h(x,u),u=u,
is in the sandard form with u. being the new control vector. The feedback linearization
methodology can then be carried out as indicated at the beginning of this section.

3.1. MissileModel in Feedback Linearized Form

In order to apply the feedback linearization technique for integrated guidance-autopilot system,
the missile equations of motion presented in Section 2 have to be trandformed into the Brunovsky
canonica form. Thefirg sep in this transformation is the identification of the dominant relaionships
in the system dynamics.

These relationships describe the main cause-effect relationships in the system dynamics, and
can aso be described using the system Digraph (Siljak, 1991). For instance, in the roll channd,
the dominant relationships are: the rall fin deflection primarily influences the roll rate, which in turn
affects the rall attitude. Similarly, in the pitch axis, the pitch fin deflection causes a pitch rate, which
generates the norma accderation. The norma accderation in turn leads to a reduction of the
separaion between the missile and the target. The cause-effect reationship in the yaw channd is
identical to the pitch channd. These dominant relationships can be summarized as

dp® P® f

do® Q® WM ® 7

dr ® R® VM ® y
Note that in addition to these dominant effects, the missile dynamics includes significant coupling
between the pitch, yaw and roll axes.

Using these rdationships, together with permissble perturbations in the system dates, the
nonlinear synthesis software (Menon et al. 2000) can automatically construct a feedback linearized
dynamic system from a smulaion modd of the missle a every vaue of the sae. This process is
achieved by numericdly differentiating the sysem smulation modd, and usng numerica linear
agebrafunctions (Anderson et al. 1999). The transformed system can then be used to design the
integrated guidance-autopilot system.

3.2. LOQR — Feedback Linearization Design of I ntegrated Guidance-Autopilot System
As dated at the beginning of Subsection 3.1, once the system dynamics is transformed into the
feedback linearized form, any linear system design technique can be used to design the integrated
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guidance-autopilot logic. The infinite-time horizon LQR technique (Bryson and Ho 1975) is
employed in the present research. In this technique, the designer has the responsibility for selecting
a pogtive semi-definite Sate weighting matrix, and a positive definite control weighting matrix. The
date and control weighting matrices can be chosen based on the maximum permissible vaues
(Bryson and Ho 1975) of the fin deflections and the missle sate variables.

Since the feedback linearized syssem dynamics is linear and time invariant, one control law
design is adequate to guarantee closed-loop system stability. However, in order to minimize the
miss distance, it is desirable that the missile response becomes more agile as it gets closer to the
target. This can be achieved by using lower sate weghts when the missile is far awvay from the
target, and as the missle approaches the target, the state weights can be tightened. A reverse
srategy can be used for the control weighting matrix: higher magnitudes when the missile is far from
the target, and smaller magnitudes as the missile approaches the target. In thisway, the closed-loop
sysem response can be tallored to gpproximate the behavior of a finite time-horizon integrated
guidance-autopilot law. Note that such range or timeto-go based scheduling Srategy is
automatically built into more traditional guidance laws like the proportional navigation and
augmented proportiona navigation guidance laws (Bryson and Ho, 1975). In the present research,
the gtate weighting matrix is defined as an inverse function of the range-to-go. The congant of
proportiondity is chosen based on the permissble initid trangent of the missile.

Note that this gpproach will require the online solution of an adgebraic Riccati equation. Recent
research has established (Menon et al. (b), 2000) that for problems of the sSze encountered in the
missile guidance-autopilot problems, the corresponding agebraic Riccati equation can be solved at

sampleratesin excess of 1 kHz on commercia off-the-shelf processors.

3.3. Command Generation

Since the guidance-autopilot logic is an infinite time formulation, when faced with an error, it
will immediately respond to correct al the error. This can lead to actuator saturation followed by
large transients in the sate variables, with the potentid for the closed-loop system to go ungtable.
On the other hand, dowing the system down to prevent actuator saturation can lead to duggish
response, with the posshbility for large miss distances. The use of a command generator can
dleviate these difficulties. The command generator will dlow a control system to use high loop
gains while providing a saturation-free closed-loop system response. Additionaly, the command

11
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generator will enable the guidance-autopilot system to meet the termina aspect angle requirements.
This section will outline a command generator used in the present research.

The design flexibility available with the use of a command shaping network at the input has
been amply demondirated in linear system design literature (Wolovich, 1994). This two degree-of-
freedom design philosophy employs a command shaping network to obtain the desired tracking
characterigtics, and a feedback compensator is used to achieve the desired closed-loop system
sability and robustness characteristics. These two subsystems can be used to achieve overdl
design objectives without sacrificing stability, robustness or the tracking response of the closed-
loop system. From an implementation point of view, the two degree-of-freedom design process
dlows high gain control laws that will not saturate the actuators in the presence of large input
commands.

In the integrated guidance-autopilot problem, the command generator uses the current target
position and veocity components with respect to the missle body frame, desred boundary
conditions and expected point of interception to synthesze a geometric command profile. The
command profile is re-computed at each time instant, alowing for the correction of intercept point
prediction errors made during the previous step. Such an approach will digtribute the control
power requirements over the interception time, thereby providing a fast responding closed-loop
system that does not produce unnecessary actuator saturation.

The command profile can be computed from the initid conditions and the interception
requirements. The initid conditions on the missle postion and velocity are specified, and the
termina pogition of the missle must coincide with the target. In the case of atermind agpect angle
requirement, the termind velocity components may aso be specified. Since there are four
conditions to be satisfied, a cubic polynomid is necessary to represent the command profile. Note
that if the termind aspect angle requirement is abosent, a quadratic polynomid is sufficient for
generating commands. The independent variable of the cubic polynomid can be chosen asthe Sate
variable not being controlled, namely, the postion difference between the missle and the target
aong the X body axis of the missle. Additionaly, since the desired fina miss distance is zero, the
leading term in the cubic polynomia can be dropped. With this, the commanded trgectory profiles
will be of the form:

12
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Figure 3 illugtrates atypicd commanded trgectory profile. The coefficients ay, &, as, b1, b, bs can
be computed using the remaining boundary conditions.
YrM

Current
Position
er

M
Xy

Fig. 3. Commanded Trajectory Profilein the Missle Y-axis

Note that the command profiles will not require the specification of time-to-go, but will require
the specification of the closing rate dong the X-body axis. Target interception will be achieved if
the integrated guidance-autopilot logic cosdly tracks the commands. In case of agile targets, it may
be useful to include a certain amount of anticipatory characterigtics in the command generator. This
will effectively introduce additiond “phase lead” in the integrated guidance-autopilot loop,
potentidly resulting in decreased miss distances. These and other advanced command generation
concepts will be investigated during future research.

3.4. Integrated Guidance-Autopilot System Performance Evaluation

As discussed in the previous sections, the integrated guidance-autopilot system condists of a
command generator, and feedback linearized guidance-autopilot logic. A schematic block diagram
of the integrated guidance-autopilot system is given in Figure 4.
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Fig. 4. Integrated Guidance-Autopilot System

A six degree-of-freedom missile smulation set up during an earlier research (Menon et al.,
1996) is used to evduate the performance of the integrated guidance-autopilot sysem. This
smulation incorporates a generic nonlinear missile mode, together with sensor/actuator dynamics.
A point-mass target model is included in dl the smulation runs. Euler integration method with a
sep sze of 1 millisecond is used in dl the smulation.

The engagement scenarios illusirated here assume that the missile is flying a an dtitude of
10,000 feet, and a a Mach number of 4.5. The target is flying at Mach 1. The reaults for two
engagement scenarios will be given in the following. In each case, the guidance-autopilot objective
is to intercept the target while making the missle velocity vector pardld to the target velocity
vector at interception.

3.4.1. Non-maneuvering Target

The first scenario chosen to illugtrate the performance of the integrated guidance-autopilot
system is that of intercepting a target flying at 11,000 feet dtitude, 14,000 feet down range, and
20,000 feet crossrange. The missleltarget trgectories in the vertica and horizontd plane are given
in Figure 5. The unusud nature of the horizonta-plane trgjectory arises from the termina aspect

angle condraint.

(=



Paper published in the IFAC — Control Engineering Practice, Vol. 9, 2001, pp. 1095-1106

=10
2 T T T T
: et
€15_ ............................... 4
B :
g !
= w
g 3
= R P R TRTe CURP e D _
= ;
= :
O P R R T S R R R R e B R
& :
D 1 1 | 1
u] 0s 1 15 2 25
y-inertial postion (f) x10*
*10
115 T T T T

Target

Sftitude (1)

Dowenrange () v 10*

Fig. 5. Interception of a Non-maneuvering Tar get

The interception occurred at about 7 seconds, with amiss distance of about 20 feet. It can be
observed from the trgjectories that the termina aspect angle congtraint has been satisfied. Anadysis
has shown that the observed miss disance arises primarily due to the terminad aspect angle
requirements, and not because of any inherent limitations of the guidance-autopilot formulation.
Thus, in order to meet the termina aspect angle condtraint, the integrated control system drove the
Y}, error to zero afew milliseconds before driving the Z, error to zero. Note that this miss distance
can be reduced through the use of an improved command generator, perhgps including a certain
amount of “lead”. Additiona refinements include the use of integrd feedback on the two postion
components. These improvements will be pursued during future research.

The missle angle of attack and angle of sdedip corresponding to this intercept scenario are

givenin FHgure 6.
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Fig. 6. Temporal Evolution of Missile Angle of Attack and Angle of Sidedip

The missle rall, pitch, yaw rate histories during the firs second of the engagement are
presented in Figure 7. After the initid trangent, the body rates remain zero until target intercept.
The missile aerodynamic modd used in the present research contains strong coupling effects
between the pitch/yaw axes and the roll axis in the presence of angle of attack and angle of
sdedip. The effect of this coupling can be observed in the rall rate history. During the last second,
the pitch and yaw rates increase to ggnificantly higher values to provide the acceeration
components required to achieve target interception. Fin deflections corresponding to Figure 7 are

givenin FHgure 8.
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Fig. 7. Rall, Pitch, Yaw Rate Histories
3.4.2. Weaving Tar get

A weaving target modd discussed in Section 2 is used to evauate the response of the
integrated guidance-autopilot syslem. The missle initid conditions were identicd to the previous
case. The target is assumed to be located at 16,000 feet in down range, 5000 feet in cross range,

and 10,000 feet dtitude. A weaving amplitude of 5g's, with a frequency of 0.5 Hz is introduced in
the horizontd plane.

The missle-target trgectories in the horizontal and the vertical planes are presented in Figure 9.
The interception required about 5.5 seconds, and the terminal miss distance was about 25 fest.

The near pardle orientation of the missle and target velocity vectors at the intercept point can be
observed in thisfigure,

10
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Fig. 9. Interception of a Weaving Target
As in the previous case, the miss distance could be largdy atributed to the differences in

performance between the vertical and horizontal channels. Numerica experiments have shown that
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improved gate-control weight selection will produce significant improvements in the miss distance.

A command generator including some lead can dso contribute towards reducing the miss distance.
The angle of attack and angle of sdedip higtories corresponding to this engagement are

illugtrated in Figure 10. Rall, pitch, yaw body rates during the first second of the engagement are

illugtrated in Figure 11. Corresponding fin deflections are given in Figure 12.
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Fig. 12. Fin Deflection Histories
As in the previous engagement scenario, due to the reective nature of the guidance-autopilot

logic, most of the control activity is a the beginning of the engagement. This indicates that
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additiona improvements may be required in scheduling the state-control weighting matrices with
respect to time-to-go or range-to-go to make the guidance-autopilot system respond more

uniformly throughout the engagemern.

5. Conclusions

Feedback linearization method for designing integrated guidance-autopilot systems for ship
defense missiles was discussed this paper. The integrated missile guidance-autopilot system design
was formulated as an infinite time-horizon optima control problem. The need for a command
generator was motivated, and a cubic command generator development was presented.
Introduction of the command generator adlowed the control loop to use high gain without resulting
in actuator saturation. The command generator was aso shown to be useful for meeting termind
aspect angle congraints. The integrated guidance-autopilot logic performance was demondrated in
a nonlinear six degree-of-freedom missile amulation for a non-maneuvering target and a weaving
target. Methods for further refining the integrated guidance-autopilot logic were discussed.

The andyss and numerica results presented in this paper amply demondrate the feasibility of
designing integrated guidance-autopilot systems for the next generation high-performance missile
sysems. Integrated desgn methods have the potentid for enhancing missile performance while
amplifying the design process. This can result in alighter, more accurate missle system for effective
defense againgt various threats expected in the future. Future research will examine improvements

in the formulation of the integrated guidance-autopilot design problem and the system robustness.

7. References

Anderson, F., e a, LAPACK User's Guide, Society for Industrid and Applied
Mathematics(S AM), Philadelphia, PA, August 1999.

Bibd, J. E., Mayevac, D. S,, and Ohlmeyer, E. J. (1994). “Robust Flight Control for Surface
Launched Tacticd Missles’, Naval Surface Warfare Center Dahlgren Division Technical
Digest, September.

Bryson, A. E., and Ho, Y. C. (1975). Applied Optimal Control, Hemisphere, New Y ork.

Brockett, R. W., "Nonlinear Systems and Differentid Geometry," Proceedings of the |EEE,
Vol. 64, No. 1, Feb. 1976, pp. 61-72.

tele}



Paper published in the IFAC — Control Engineering Practice, Vol. 9, 2001, pp. 1095-1106

Chadwick, W. R. (1994). “Reentry Hight Dynamics of a Non-Separating Tacticad Balistic
Missle’, Proceedings of AIAA/BMDO Interceptor Technology Conference, San Diego, CA.
Gag, S. (1993). “Robust Integrated Hight/Propulson Control Design for a STOVL Aircraft using
H-Infinity Control Design Techniques’, Automatica, Vol. 29, No. 1, pp. 129-145.

Isidori, A.(1989), Nonlinear Control Systems, Springer-Verlag, Berlin.
Kailath, T. (1980), Linear Systems, Prentice-Hall, Englewood Cliffs, NJ.

Marino, R., and Tome, P.(1995), Nonlinear Control Design, Geometric, Adaptive &
Robust, Prentice-Hall Internationa, London.

Menon, P. K., Badgett, R., and Walker, R. A., and Duke, E.L.(1987), "Nonlinear Flight Test
Trgectory Controllersfor Aircraft,” Journal of Guidance, Control, and Dynamics, Vol. 10,
N. 1, Jan.-Feb., pp. 67-72.

Menon, P. K., and Iragavarapu, V. R. (1995) “Computer-Aided Design Tools for Integrated
Hight/Propulsion Control System Synthess’, Find Report Prepared under NASA Lewis Research
Center Contract No. NAS3-27578, June.

Menon, P. K., and Iragavarapu, V. R. (1996). “Robust Nonlinear Control Technology for High-
Agility Missle Interceptors’, Optimal Synthesis Inc.  Report No. 005, Prepared Under
NSWCDD Phase | SBIR Contract, July.

Menon, P. K., and Iragavarapu, V. R. (1998). “Adaptive Techniques for Multiple Actuator
Blending” , AIAA Guidance, Navigation, and Control Conference, August 10-12, Boston, MA.

Menon, P. K., Iragavarapu, V. R., and Ohlmeyer, E. J(1999), “Software Tools for Nonlinear
Missle Autopilot Design”, AIAA Guidance, Navigation and Control Conference, Portland,
OR, August.

Menon, P. K., et al. (2000), Nonlinear Synthesis Tools for Use with MATLAB®, Optimal
Synthesis Inc., Pao Alto, CA.

Menon, P. K., Lam, T., Crawford, L. S., and Cheng, V. H. L. (2000), ‘Red-Time, SDRE-
Based Nonlinear Control Technology”,Optimal Synthesis Inc. Find Prepared Under AFRL
Contract No. FO8630-99-C-0060, January 2000.

D



Paper published in the IFAC — Control Engineering Practice, Vol. 9, 2001, pp. 1095-1106

Ohlmeyer, E. J. (1996). “Root-Mean-Square Miss Distance of Proportiona Navigation Missle
Agang Snusoidd Target”, Journal of Guidance, Control, and Dynamics, Vol. 19, May-June,
pp. 563-568.

Siljak, D. D., Decentralized Control of Complex Systems Academic Press, New York, NY,
1991.

Wolovich, W. A. (1994). Automatic Control Systems Harcourt-Brace, New York, NY.
Zarchan, P. (1995). “Proportionad Navigation and Weaving Targets’, Journal of Guidance,
Control, and Dynamics, Vol. 18, No. 5, pp. 969-974.



